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ABSTRACT

Automatic guided vehicles are being used increasingly in a manufacturing
environment. Developing a platform that could be easily reconfigured is
perhaps a desirable option for a user with low capacity outputs. The research
described in this article concentrates on such a vehicle and the development
of the actuators and sensors for navigation and proper functionality.
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1. INTRODUCTION

The operation of automatic guided vehicles {AGV) involves several aspects,
including its power source, environmental detection and its drive system to
name a few. This forms part of a motorised platform to be utilised in a certain
environment being used for a specific application.

Object observation and/or recognition in a changing environment is a crucial
part for navigation purposes. Infrared sensing, ultrasonic and whisker sensors
are but a few sensing techniques used for detecting objects in the path of an
AGV, as well as to determine the distance to the object (Fend, Bovet & Hafner,
2007: 2). Single cameras as well as 2-D and 3-D images are also typically
used to obtain the distance to and information about an object in the way of a
functioning AGV (Fermandes & Neves, 2006: 157-160). Cameras, with
associated image processing techniques, can improve the quality of
information provided to the AGV due to the unique versatility of vision.
However, it presents particular challenges, as it requires acquisitioning
techniques dependent on a changing environment and a tremendous amount
of image processing. Depending on the application, thermal images and the
like can also be utilised in meeting specialised sensing requirements
(Treptow, Cielniak & Duckett, 2007).

Figure 1 depicts a block diagrammatical representation of such a platform —
incorporating a single camera facing a round dome mirror. The image is
mathematically transformed into a panoramic view and if necessary
transmitted through a wireless medium such as a wireless local area network
(WLAN) — to a remote computer that analyse the information received and
sends appropriate control instructions back to the AGV. The system makes
provision for a human machine interface (HMI) that communicates
instructions to and from the AGV. This information comprises of an omni-
directional image that can be viewed as a 360°, panoramic image
(Swanepoel, Kotze & Vermaak, 2008: 41-44).
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Figure 1 : Block diagram of AGV platform

Some of the building blocks of the AGY platform are discussed in the following
paragraphs.

2 OMNI-DIRECTIONAL SENSING

The omni-directional senseor consists of a dome mirror and camera connected
to a Central Processing Unit (CPU) via Universal Synchronous Bus (USB) or
fire wire. The configuration shown in Figure 2 is mounted on top of the AGV as
the omni-directional vision sensor (Swanepoel, 2009: 58).

Mirror

Camera
Flgure 2: Configuration of the omni-directional vision sensor



Pictures taken and the associated video streaming are in a circular shape
shown in Figure 3 (Swanepoel, 2009: 80).

Flgure 3 : Dome mirror picture before conversion into pancramic format

The image is then converted by means of a polar plot into a panoramic
picture as shown in Figure 4.

Figure 4 : Omni-directional, converted panoramic picture

The polar transfer function was developed in MATLAB® and then implemented
in Microsoft® Visual Studio® 2008 C# compiler. The reasons for this were to
minimise transfer or calculation errors. Such errors are possible to be
overlooked and to test for when writing the code directly into C#. It is also
considered to be good practice to verify the accuracy and functicnality of
mathematical functions on a mathematical platform.

A test pattern generated for testing the accuracy of these fransfers can be
seen in Figure § . Such test patterns were used to measure the accuracy of the
transfer of pictures from a round shape — hence, a conceptual simulated omni-
directional image —into a panoramic view.
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Flgure 5: Test pattern generated to assess polar transforms for accuracy

The result obtained by the MATLAB® genserated executable file utilised in the
C# graphical user interface (GUI) of the polar transfer function with the test
pattern (Figure 5) as input can be seen in Figure 6.

Flgure & : Results generated by polar transfer

Figure B indicates a slight sinusoidal distortion of the transferred, converted
image. This effectis due to selecting the wrong image centre point or selecting
an incomect centre point in the mirror and camera setup when running the
software. This distortion, if any, is not visible and negligible in normal
environmental images — as can be seen in Figure 7 and the transformed
image, Figure 8.



Figure 8 : Polartransferred image of Figure 7

Initially a panoramic transfer was generated with the MATLAB®function with a
step resolution of 0.4° {Users Guide, Image Acquisitioning Toolbox, 2003),
(Users Guide, Image Processing Toolbox, 2003). This function does the
transform on pixel level and is very time consuming. It took one second for the
image of 3.6 megabytes to be transformed with this function, on an Intel®
Core” 2 Duo 3 GHz CPU with 1.99 GB of RAM. This was improved to
approximatsly 0.38 seconds using a more relevant resolution of 1° as it did not
make much difference in the observation of objects. On a more moderately
sized picture of 640 by 480 pixels, this fime could be reduced even more.

3. CONTROLAND SENSING OF THEAGV

The AGV with one jockey wheel is driven by the two back wheels, The
platform, without the vision system, is shown in Figure 8. The wheels are
driven by two 24V DC-motors. The driven wheels are controlled through a
joystick and PIC micro-controller circuit board receiving and sending
commands in series to and from a HMI (Data Sheet, Microchip, 1999).
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Flgure 9: AGV-base platform with the vision configuration removed (Swanepoel,
2009: 29)

The serial data is being transmitted and received telemetrically through a
WLAN connection. The WLAN was used for its radio frequency (RF)
bandwidth and range (QUATECH, 2008). The delay between the images
being received and the AGYV commands transmitted was not of any
significance in this initial test and trial runs.

The HMI is depicted in Figure 10 where the distances received from the
ultrasonic sensors are being displayed. The route travelled as well as the
controller commands and the video feed can be monitored on the same HMI.
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Flgure 10: HMI screen capture (Swaneposl, 2009: 67)

Due to the lack of knowledge on the dynanics of the AGV, no conirol laws were
inplementad over the delayed remote line. This limits the movement of the
AGVinfast and constrained environments.

The platform ulilises ultrasonic sensors to provide a proximity picture of the
environment around the AGV (ses Figure 11 }, (Swaneposl, 2009: 18). Atotal
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of eight sensors, based on a parking distance sensor unit, are used. This gives
avirtual 2-D picture around the AGV, up to a distance of 1.8 metres.

Figure 11: Ultrasonic sensors measuring the distance of the AGY from
obsiacles

A system of dead reckoning is implemented in determining the AGVs position
in an environment. To enable the system to determine the distances travelled,
whesl sensors are utilised. Figure 12 shows the position of these sensors and
how itis mounted on the AGV (Swanepoel, 2009:41).
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Flgure 12: Wheel sensors for distance-travelled measurements

At this stage the AGV can navigate from point A to B without human
intervention and can detect excessive movement, as well as siationary
obsiacles, in its region of interest. The amount of movement allowed and
region of interest can be set by the user, depending on the current application.
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4. MATHEMATICAL MODELLING

Throughout the research process, appropriate mathematical models were
developed and tested in MATLAB®. The functions were then transferred o a
Ci# compiler environment to create an .exe file for implementation on the
hardware. This process of changing MATLAB® code in a m-file format to C#is
not without conversion problems and/or human error. The system is currently
utilising a laptop on the AGV as controller and communication hub for
implementation of these algorithms.

MATLAB® Version 7.8 proved able to facilitate this whole process on the same
software development platform. The result was an .exe file compiled with
MATLAB® to be used by the C# GUI getting the user inputs and parsing the
variable inputs for conversion to the .exe.

The AGV controller for navigation and the different sensors — as shown in
Figure 1 —is controlled by a PIC18 series microcontroller from Microchip. The
drive motors are controlled by receiving a value from the HMI via the WLAN
converting it to an analogue signal for the motor conirollers. The National
Instruments USB-60098 multifunction I/O, already a manufacturing standard,
could replace this microcontroller unit. This USB-6009 was not implemented
but tested — with satisfactory results — for possible conversion later in the
research if deemed necessary. The USB-6009 consists of eight, 14-bit
multifunctional inputs and outputs as can be seen in Figure 13 (National
Instruments, 2007). The device was initialised in MATLAB?® as Dev1. Port 0
and 1 was used as outputs and inputs individually controlling the AGVs
movement by only using MATLAB®. This was a test to evaluate MATLAB®to be
the sole development and control platform for the AGV.
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Figure 13: NI USB-6009 inside and outside an enclosure

This provided and proved that a similar AGV hardware platform could be
configured, tested and implemented using a single software development
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platform like MATLAB®.
5. CONCLUSION AND FUTURE WORK

The AGV platform is still in a basic form and different applications and
functionalities can be addressed by configuring it as add-ons in terms of
hardware and software programming. However, the unit was successfully
used in several research applications, proving its versalility and ease of
reconfiguration. Continuous improvemsents are being mads on the platform to
suit different applications.

Future work could include:

® Improved calibration of omni-directional mirror, camera setup and
conversion; since this was not optimised up to this stage of the
research {Scaramuzza, 2008).

® The use of a hyperbolic mirror instead of a dome, as the results of
Scaramuzza proved that a polar transfer function is not good enough
for creating a good panoramic image (Scaramuzza, 2008).

° Logalisation within a set environment to be configured by the user,
utilising laser scanners and other RF techniques.
s Navigation and object recognition through a range of sensors and

image acquisitioning and processing techniques (Bittencourt &
Osorio, 2007).

° Compression of data over the wireless feed.

® Object linking and embedding (OLE) for process control (OPC)
compliant drivers and end sockets.

] Very high speed integrated circuit hardware description language
(VHDL) transfer unit forimplementation on the camera data and video
stream.

® Standardising on a hardware control platform that could suit different

applications in a reconfigurable environment.

The implementation of the PC104 platform could be considered in terms of the
controllable hardware for real-world applications instead of the self-developed
PIC confroller.
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